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1. INTRODUCTION

Most of the research and development of packet radio networks (PRNET) has been directed

so far toward producing networks in which all nodes share a single channel [1, 2, 31. In such

PRNETs, when two or more packets arrive at a receiver with comparable power during overlap-

ping intervals, none of them is received correctly. Working with a single channel is a natural

mode of operation for PRNETs since they use radio transmitter-receivers (transceivers) that can

be tuned to one channel at a time. However, when the network has to carry a high level of

traffic, the single channel quickly becomes the bottleneck for network performance.

An alternative mode of operation for a PRNET makes several channels available to the

nodes. In this multichannel mode, packets that are transmitted simultaneously on different chan-

nels cause little or no interference to one another. When the channel signalings are orthogonal, as

is the case in frequency division multiple access (FDMA), a packet transmitted on a given channel

is received successfully only if the receiver is tuned to that channel and if there is no interference

from other packets on the channel.

An important advantage of the multichannel mode is that the PRNET can increase or

decrease its capacity by adding or deleting channels. This flexibility allows one to construct

PRNETs that can be adapted to higher levels of traffic without modifying the radio hardware.

Thus, a set of multichannel radio networks can share more efficiently the available RF spectrum

than single-channel networks since, in the latter case, each network uses the same bandwidth

regardless of its traffic volume.
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Some studies of multichannel multiple-access protocols can be found in the literature. Yung

"' [4] analyzed a single-hop, slotted ALOHA protocol in which each of the nodes has several

transmitters. Each node can transmit simultaneously on as many channels as it has transmitters,

with all the transmissions directed towards a central station. Multichannel, carrier-sense multiple

access with collision detection (CSMA/CD) local-area networks (LAN) have also been analyzed

[5, 6, 7]. These papers have shown that the throughput of this type of network increases when

the bandwidth is split into several narrower-band subchannels. Since, for a fixed packet length,
J.

the ratio of propagation delay to packet transmission time is smaller on each of the subchannels

than it is on the wide channel, each subchannel has a higher efficiency than that achieved by

,'p. using the whole bandwidth as a single channel. A similar improvement can be anticipated in a

multihop PRNET. However, since the effectiveness of multihop CSMA is rather limited because

of interference from hidden nodes, it is not clear that splitting the channel will improve perfor-

mance.

Multihop, multichannel PRNETs have been studied under the code-division multiple-access

(CDMA) protocol, in which the network operates with multiple, parallel, spread-spectrum codes

[8, 9]. Some of the material presented here would probably apply to CDMA too; however, con-

sideration of that protocol's specific constraints, such as cross-channel interference, is outside the

scope of this paper.

In this paper we consider multihop PRNETs that use several orthogonal channels. We

investigate two architectures for such networks. In the first architecture each node employs a sin-

gle transceiver and is assigned a channel to which it is tuned when it is not transmitting. To

transmit a packet, the node tunes its radio to the channel of the intended receiver, a technique

called receiver-directed transmission [1]. The second architecture requires each radio to remain

always on its designated channel, but provides some of the nodes with more than one radio each

so they can serve as bridges between channels. Both architectures can use the same channel-

access protocols as single-channel networks. In addition, these networks -an operate under vari-
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ous levels of routing information depending on the channel overhead that can be tolerated. These

architectures are described in Section II.

We discuss in Sections III and lV the performance of these schemes. We first analyze the

receiver-directed architecture, where the performance is measured by both the throughput per

node and the expected progress per hop for a packet [10]. This architecture is analyzed under

slotted ALOHA and CSMA protocols both with and without capture. The effects of routing infor-

mation available at the nodes is also ascertained. The second architecture is then analyzed under

the slotted ALOHA protocol. In section V we discuss the numerical results and compare the per-

formance of the various schemes analyzed in this paper.

H. ARCHITECTURES AND ROUTING

As indicated above, multichannel PRNETs can be constructed in a variety of ways and,

when the choice of channel-access protocols is taken into account, it is clear the number of possi-

ble network versions can be very large. To focus the discussion we have selected a set of typical

architectures that are analyzed in this paper. These architectures are categorized by the number

of transceivers per node, that is, the number of channels on which a node can transmit/receive

simultaneously. The first subsection is devoted to schemes that require only one radio per node,

the same hardware requirement as in a single-channel PRNET. We then describe an architecture

where some of the nodes have more than one radio. This requires more hardware than the previ-

ous scheme but provides for better partitioning of the nodes and allows packets to be transferred

between channels only at a well defined set of nodes. These features are required for some mili-

tary applications.

N,' -5-



A. An Architecture with a Single Transceiver per Node

We denote the channel to which a node is tuned when not transmitting as its quiescent

channel. When a node wants to send a packet to a neighbor, it tunes its transceiver to the quies-

cent channel of the intended receiving node and transmits on that channel. Following a transmis-

sion, the transceiver is retuned to its own quiescent channel.

The receiver-directed scheme allows the PRNET to operate on multiple channels without

any increase and/or modification to the hardware, compared to a single-channel network. How-

ever, the broadcast capability of the single-channel network, which allows a node to reach all its

neighbors with a single transmission, no longer exists in the receiver-directed scheme. Local

broadcasting can be achieved, for example, by repeating the packet transmission on all the

transmitter neighbors' quiescent channels. The lack of local broadcast will have a major effect on

the distribution of routing information: currently, PRNET disseminates routing information by

having each node periodically broadcast its routing tables [2]. In a multichannel PRNET, the

same amount of routing information can be obtained by broadcasting the routing information on

the quiescent channel of each of the node's neighbors. In this case the size and contents of the

routing tables are similar for single and multichannel PRNETs. This type of information allows a

node to find the shortest path to any destination: thus it transmits its packet on the quiescent

channel of the next node of that path. We denote this scheme as the full-information routing

scheme.

The necessity for multiple transmissions of each routing update under the full-information

routing scheme, implies a higher overhead for the network than in a single-channel network. This
higher cost in channel resources increases with the number of channels employed by the network.

It has a specially strong effect in dense networks where each node has many neighbors, and, since

each of the nodes broadcasts its routing information, the proportion of the channel devoted to

routing traffic tends to be high.
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A reduction in this overhead can be achieved if each node broadcasts its routing table only

on its own quiescent channel. This limits a node's routing information only to nodes on the same

quiescent channel and its immediate neighbors on other channels. Thus, the routing tables are

smaller, and, since they are transmitted fewer times, the overhead traffic is less than in the full-

information routing scheme mentioned above. Under this limited routing scheme, the PRNET

will be practically partitioned into clusters of nodes sharing the same quiescent channel.

By occasionally listening to other channels, a node can discover all its neighbors whose

quiescent channel is different from its own. Thus, when a node wishes to pass information to a

node on another channel, it first transmits the packet to a neighbor that has the same quiescent

channel as the destination (by tuning to that channel for that transmission). From that neighbor

the packet will be routed using the routing information available to the nodes of the destination's

quiescent channel. Although a node does not know the whereabouts of nodes that are neither

neighbors nor belong to the same channel, we assume that it does know the quiescent channel of

the destination. Since this information does not change frequently, its acquisition and mainte-

* nance imposes little overhead upon the network.

In a dense network a node may have more that one neighbor of the destination's channel.

In this case the node faces the issue of which neighbor to choose as a transfer point. Two choices,

namely select a transfer point at random, or select the nearest transfer node, will be analyzed.

We denote these schemes as partial-information routing schemes.

Notice that this local routing information is sufficient to route from any node in the network

to any other node provided that two conditions are satisfied: (1) each node has at least one neigh-

bor on every channel, and (2) the set of nodes in each channel constitute a connected graph, i.e.,

between any two nodes of the same channel there is a path that traverses only nodes of that

.4 channel. These two conditions are likely to be satisfied in dense networks where each node has a

large number of neighbors. Since the multichannel scheme is aimed mainly at dense networks,

these conditions are not overly restrictive. Furthermore, the network can still operate even if the
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above conditions are somewhat relaxed. For example, if each cluster has at least one neighbor

from every other channel, the list of neighbors can be carried in the routing update message so

that a packet to a node on a different channel is first carried to a neighbor of the cluster and from

there as before to the destination. If the second condition is not satisfied, i.e., a packet cannot

reach every destination by, at most, one channel transfer, then techniques similar to those in

hierarchical networks [111 can be used. However, for the sake of analytical simplicity, we will

consider only networks that satisfy both conditions.

B. Network Partition with Bridges

The receiver-directed schemes described above are very flexible in the sense that every node

can transmit to any of its neighbors. Thus, traffic can cross to a different channel at any point in

the network. It is sometimes desired, mainly in military networks, to limit the nodes' flexibility

to access the channels in such a way that each radio has to stay only on its designated channel,

both for transmission and for reception.

To allow for packet transfer between channels, some of the nodes are equipped with multi-

ple radios each, so that these nodes can transmit and receive on as many channels simultaneously.

These special nodes serve as bridges between the channels; that is, when a node wishes to send a

packet to a destination node on another channel, it has to transmit it via a bridge.

This scheme can operate with limited routing information, as described above, where each

node keeps the routing information about the set of nodes that belong to the same channels as its

own. Each node also keeps information regarding the bridges and the channels they lead to.

Notice that a bridge keeps routing information about all the channels it has transceivers on. The

advantages of this scheme are the resulting network partition and the ability of the bridges to

operate on several channels simultaneously. These advantages, however, come at the cost of extra

hardware at some of the nodes.

P-8-



The above schemes, both the receiver-directed and the one with bridges, can be extended to

include multiple radios at all nodes, which implies that each node can operate on several channels

at the same time. Adding radios to nodes increases the number of possible variations of the archi-

tecture and the number of channel-access protocols that can be used. A full discussion of these

possibilities will form the subject of a forthcoming paper.

I. PERFORMANCE EVALUATION

In the previous section we saw that both multichannel architectures, the receiver-directed

and the network partition with bridges, allow for packet transfer between any two nodes in the

PRNET. Notice that both architectures are flexible in the number of channels they can use. A

*' question thus arises as to how much improvement in network performance is gained by adding

channels. To be able to answer this question quantitatively, we develop analytical models for the

performance of multihop multichannel PRNETs that operate under the schemes described above

. and various channel-access protocols and environments. Our model is an extension of the one first

suggested by Silvester [12] and subsequently used by several other authors [10, 13, 14]. The

model's basic assumption is that the PRNET nodes are scattered, according to a Poisson process

on the plane, over a large area. The model allows the analysis of a typical node in the interior of

the network so that edge effects can be ignored. It is also assumed that the time is slotted, and,

in each slot, the node population is redistributed independently of previous slots.

A. Receiver-Directed Tranamisions with Partial Routing Information

-9-

... .-.-..... ............ .---'",-.......- - - -.- -.- "**-"..-" ..""-"--.-.'-.-... . -..- ?-""-" "



Let us denote by C the number of channels used by the network and by X the parameter

of the Poisson process controlling the nodes' distribution in each channel. Transmission range is

assumed to be constant, denoted by R . A packet has to traverse, on the average, L hops from

source to destination if it is transmitted on the optimal route. This means that, under the

partial-information routing scheme, packets intended for radios of the same channel make L

hops, on the average. Packets ultimately destined for radios of some other channel make L +1

hops, on the average, since, on their first hop, packets are routed in a random direction. Because

the source does not know the destination's location, it cannot select the next repeater on the

route. This first-hop transmission thus contributes no progress. The next node, however, which is

on the destination's channel, knows the location of the destination and therefore forwards the

packet on the best path within their common channel.

The probability that a newly generated packet is destined for a radio of any particular

1
channel is assumed to be uniform: - . We observe that a packet directed to a node on the same

quiescent channel as the transmitting radio will have a probability of successful reception different

from that of a packet directed to a radio of a different quiescent channel because of the different

routing used and, consequently, the different expected interference. The first type is denoted here

as in-channel traffic, the other type as cro,,-channel. Because our model considers the network

at a random slot, in order to calculate the probability of success, it is necessary to know the con-

"* ditional probability that a node transmits on a particular channel, given the fact that it transmits

in that slot. We begin by calculating this probability.

Let 8i and s. be the conditional probabilities that in-channel and cross-channel transmis-

sions, respectively, are successful, given that such transmissions take place. From these we can

calculate the conditional probabilities that a node transmits to a particular channel, given that

that node transmits. Knowing the probabilities of transmission in a particular channel, we can

calculate the probabilities of success in that channel. Since, in general, the probability of success

.for the in-channel transmissions depends on cross-channel transmissions from other channels, we

-10-
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have a fixed point relationship, si = f j (si ,8, ) and s, = f , (s i ,sc ), that these probabili-

ties must satisfy.

The conditional probabilities of transmission to a particular channel, given that a transmis-

sion takes place, can be found independently of the protocol being used. We use arguments that

are based on the long-run proportions of the number of occurrences of different types of packet

transmission. On a hop where the success probability is s, a packet will be transmitted on the

average 1/8 times. Since newly generated packets are uniformly addressed to radios of all chan-

1 c-1
nels, a proportion - of them will be transmitted in-channel, while the other C will be

transmitted cross-channel. The packets that were transmitted in-channel on their first hop will be

transmitted an additional L -1 times in-channel; those that made their first hop cross-channel

will make L more hops in-channel.

Since, on its first hop, a packet goes to any of the C channels with equal probability, the

average number of times a randomly selected packet is transmitted on its first hop is

* 1(1 C-1 )
-1 1_ J.Subsequent hops are made in the channel assigned to the final destination,C 8i € "

so the average number of transmissions per hop is -. The probability that a packet observed
8i

at a random slot is making its first hop is then given by

1 C-1 1 C-1

P (first hop) =s sc i (1)
1_+ C-i + L-1 + (C-1)L CL + C-1
8i 8e Si  8i  Si  se

Now the probability that a packet on its first hop is being transmitted cross-channel and to a

specific channel is

P (cross-channel to a specific channelI first hop)

J
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4,1

- P (to a specific channel I cross-channel and first hop)

.4

-P (cross-channel I first hop)

C-1

1 C(2)--C-1 I C-1 2
8i 8C

and hence the conditional probability that a packet is being transmitted cross-channel to a

specific channel is

-4e

1

CL C-i (3)

si 8C

The conditional probability that a packet is being transmitted in-channel is then

hi = P (in-channel,first-hop) + P (in-channel,other-hop)

- P (in-channel,first-hop) + ( 1 - P (first-hop))

1 CL -1

-i Si

CL C-1 CL C-1-+--- -+

Si  Sc Si 8 c

CL
"4 81

Si' 
(4)

CL + C-i
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Now that we know the conditional probabilities of in-channel and cross-channel transmis-

sions, the probability of success for in-channel transmissions, Si , and for cross-channel transmis-

sions, SC , can be computed. The calculations are not only different for slotted ALOHA and

OSMA, but also require modification when FM capture conditions are allowed for.

1. Slotted ALOHA

In the slotted ALOHA protocol, each radio will transmit in a particular slot with probability

p , independently of all other radios. A transmitted packet will be received correctly if no other

radio within range of the receiver transmits on the same channel in the same slot. Thus for a

transmission in channel i, say, the probabilities of interference by another radio, if it is within

range, is

P (channel i interferes) = p hi = q= (5)

P (channel k 3i interferes) = p h, - q (6)

Using Eqs. (5) and (6), the probability of success for an in-channel transmission can be calculated.

" The transmission will succeed if (a) the receiver does not transmit on any channel (probability

* 1-p ) and (b) none of the other radios within range of the receiver transmits on its channel. Con-

sider the "most forward within R" (MFR) routing rule [101, in which the transmitter selects the

next node in the route such that the maximum progress towards the final destination would be

achieved if the transmission succeeded. Assuming that this selected receiver is at distance r from

the transmitter and the direction to it is at angle 0 relative to the direction to the destination (see

Figure 1), the conditional probability of success is as follows:
-4o

4i(r , ) = (1-p) (1-qi )j P (1 radios in A (r ,0))

I 00 (1-q )k P (k radios in B (r ,0)) J (7)
Ik =0I

-13-
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a, (r ,O) --- (1-p ) e -Xq, A (r ,O) e -xq (C-I)B(r,0) (8)

where A (r ,0) is the area within which a radio whose quiescent channel is the same as the

receiver's may interfere with transmissions to the receiver at (r ,0), if it transmits. B (r ,0) is

the equivalent area for radios of a different quiescent channel. The area A is a circle of radius

R around the receiver, with the area labeled X in Figure 1 excluded as it is known, because of

the "most forward" routing, that there are no radios of the same channel in X. The area

involved is given by Hou and Li [141, or it can be deduced from our results for the cases of cap-

*' ture that are given in the appendix. B is merely a circle with radius R since the transmitter

knows nothing about the distribution of the radios in the other channels.

Similarly, if we transmit to a random cross-channel neighbor, the area of interference

affecting cross-channel traffic is a circle for radios of all channels.

8, (re) = (1-p) E (1-q )j P (j radios in B)
j=0

1q )k P (k radios in B) (9)

8 , (r ,G) (1-p) e -Xp rRI (10)

The average successful traffic is found by integrating s; (r ,0) and s, (r ,6) over the possible

values of r and 0, and including the probability of making the appropriate type of transmission.

We assume that a transmission is only made if there is a receiver of the appropriate channel in

range, and in a forward direction if the transmission is to be in-channel. If we choose the node

that makes the most forward progress for in-channel transmissions, then the density of (r '0) for

the receiver is (see Hou and Li [141)

X r -kR cl-t - t 477) r cosO
f (r,6)- ,where t -

1- e - xR 21/2 'R

Therefore,

- 14-



LI

-R2si 2f f si (r,O) f (r,0) dO dr (12)

0 ir
2

For cross-channel transmissions, the density is uniform, given that there is a receiver within

range, so

SC - (1-p) e -'P rR2(3
1 C _. -rR (23

We now have a set of nonlinear equations in S,. (In this case sc is constant.) These can be

solved by using a simple iteration, Si new =f (Si old ). The initial value of 8i is taken from the

[exact] solution to the single-channel case. Only a small number of iterations were required for

this procedure to converge.

The in-channel throughput Si , which is defined as the average number of successful in-

channel transmissions per node per slot, is given by

Si = q, ( -eXR2/2) Si , (14)

and the cross-channel throughput, defined similarly, is

Se= qc (C -1) ( 1 - .eXrR 2)s (15)

The expected progress that a packet transmitted in-channel to a receiver at (r ,0) makes

toward its final destination is

z (r ,) = r cosO s i (r ,0) (16)

Notice that the cress-channel traffic, on the average, makes no progress. The expected forward

progress per node per slot is given by:

e R 2

z =- q i -eXR f/2)f f r cosO si(r,O) f (r,O) dO dr (17)
0 V

-T
. -1I5-
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When specialized to a single-channel network, these equations agree exactly with those of

Hou and Li [141.

a. Modification for Nearest-Neighbor, Cross-Channel Transmissions

A transmitter is not completely ignorant of the distribution of radios in other quiescent

channels; it knows those that are its neighbors. An improvement in throughput may be possible

if a node selects the nearest neighbor, rather than a random one, of the appropriate channel, for

cross-channel transmission. The intuition behind this selection is that the area about which we

know nothing is that outside the radius of transmission. By reducing this, we reduce the expected

interference. We also know that a circle centered on the transmitter has no radios of the same

quiescent channel as the receiver. Referring to Figure 2, assuming that Q is P's nearest neighbor,

we see that there are no radios of the same quiescent channel as Q in the circle radius r, centered

at P. The area containing radios that can potentially interfere at Q is the circle radius R cen-

tered at Q with the smaller circle removed. The area that is known to have no radios is labeled

. X in Figure 2. Thus the success probability for a cross-channel transmission is given by:

8, (r ,)=(1-P) j0 - )J P (j radios in D) [ (1-q, )k P (k radios in B )(8)
The area D depends on the distance r from transmitter to receiver. The area involved is calcu-

lated in the appendix. To find the unconditional s we need to integrate this function taking

into account the density of the nearest neighbor;

g X1- e -XR2 T

R V

8C = ff 8(r ) g (r0) d 0dr
0 -7
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The iteration used to solve the fixed point relationship for 8 i and s. now involves both,

but still converges very fast. The initial value of s. is taken from the [exact] solution to a

single-channel model using the transmit-to-nearest routing protocol.

2. CSMA with MFR Routing

In single-hop fully connected PRNETs, carrier-sense protocols improve throughput dramati-

cally. In this-protocol, we assume that the time is partitioned to minislots, each of which is about

the length of the maximum propagation delay between two neighboring nodes, a delay that is

usually smaller than the packet transmission time. A radio wishing to transmit senses the channel

and, if a transmission is in progress, the radio waits until the transmission is over before attempt-

ing to reschedule its packet. At the next sense instant, if the channel is idle, the radio transmits

with probability p or waits for another slot and senses again with probability 1-p. Notice that

due to possible hidden nodes, sensing the channel idle by the transmitter does not guarantee that

the channel is idle at the receiver.

Again we assume that the routing is to the "most forward within R ." Takagi [10] has

analyzed single-channel CSMA in a multihop environment. Following Takagi's approach, we

assume that a packet transmission time is our unit of time and that the length of the slot is a.
.'

We define r -, and assume " is an integer. Although, because of the sensing, packet transmis-
a

sions do not start independently in every slot, we assume that a packet transmission starts with

probability p 1  in any otherwise idle slot. This assumption that transmission starts form an

independent Bernoulli process has been shown by simulation to be a reasonable approximation

[15]. In the following we assume partial-information routing with random neighbor selection for

cros-channel transmission. However, the extension to nearest neighbor selection or full-

information routing is straightforward.

0~ -17-
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Consider the situation depicted in Figure 3 where a transmission is attempted by node P to

Q; the radios that can interfere with this transmission are in a circle, radius R , centered on Q.

Those that are also within radius R of P will be able to sense P's transmission in progress, so

they will interfere only if they start a transmission in the same slot. Those that are farther from

P than R cannot hear P's transmission, so any transmission they may begin in the next r slots

will interfere; conversely, P cannot hear any of them, so that, if any of them begin transmitting in

any of the preceding Tr slots, P's transmission will be interfered with; this is the area labeled

Y (r ,0) in Figure 3. Furthermore, Q must not start a transmission in the same slot as P. Thus

we have

P [success P-+Q] = Prob [Q does not start a transmission in slot]

•Prob [No transmission ALOHA mf r area for 1 slot]

•Prob [No transmission Y area for 2r slots

s (r ,8) - (1-p' ) e -Xp' A (r,$) e -Xp' 2Y(r,) (19)

where p satisfies the following relationship (10],

l+a e - P'N

When we consider a multichannel case, the radio transmits to the receiver "most forward

within R " if the packet is destined to a radio of the same channel, and to a random receiver of

the correct channel if the packet is for a different channel. The same analysis we used for the

multichannel slotted ALOHA can be used to give an iterative procedure for finding s i and s c

-18-
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The procedure for estimating the conditional probability of transmitting in-channel and

cross-channel, given that a transmission occurs, is the same as in the ALOHA case. The analysis

of CSMA given above applies to the in-channei traffic directly. Cross-channel transmissions can

interfere if they start in the same slot, for any radio within a circle of radius R centered at the

receiver. They will also interfere if any radio in the Y area starts transmission for 2" slots.

8i (r ,0) = (1-p ' ) e -Xq, (A (r ,O) + 2TrY(r ,)) e -)q, (C-IXirR2 + 2,rY(r ,O)) (20)

where qi =p hi , and qc =p h , and the cross-channel success is given by

a , (r ,0) = (1-p ' ) e -Xp' (rR I + 2rY(r, ,)) (21)

As before, we find the unconditional values of 8, and sc by integration. The throughput is given

by the same formula as before.

3. FM Capture

FM radios have the ability to receive a transmission successfully in the presence of weaker

transmissions on the same frequency. This phenomenon is known as capture, and can contribute

significantly to the throughput of a packet radio network.

We model the capture phenomenon by using the notion of a capture parameter, a, which

was introduced by Roberts [16] and used by many subsequent authors[17, 18, 19, 101. That is, a

receiver, Q, will receive a packet transmitted by P at distance r correctly if and only if no radio

within distance orr is transmitting simultaneously. The value of a can be as small as 1, for per-

fect capture, and as large as cc, implying no capture at all. We continue to assume that a radio

has no effect outside its radius of transmission, R , so that the area containing potentially

interfering radios is a circle of radius r , where r' =min[ar ,R ].
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NFor slotted ALOHA, the area that may contain radios that generate in-channel interference

is a circle, radius r , center Q, excluding the area known to be empty because of the "most for-

ward" routing. In the multichannel case, the interference caused by radios from other channels

comes from a circle whose radius is r'

Similarly, in CSMA the area of radios that cannot sense the transmission in progress but can

interfere is a circle of radius r 1 around the receiver, with the circle of radius R around the

transmitter removed.

For details of these areas and the formulas used to calculate them, see the appendix.

B. Receiver-Directed Tranamissions with Full Routing Information

In our analysis so far we have considered only receiver-directed schemes with partial-

information routing schemes. In this section we evaluate the performance of a multichannel

PRNET where each node has full routing information regarding all the nodes in the network.

The main advantage of this scheme is that the node can route under MFR from the first hop on,

regardless of the channel it is sent on.

If we assume full knowledge of the positions of the radios of all channels, and allow the pos-

sibility that the partitioning of radios between channels is not uniform and that transmissions to

different channels may be made at different powers, the analysis becomes much more involved.

We present it here for the case of two channels, although the generalization to many chan-

nels is conceptually straightforward. Assume that radios in channel i, i =1,2, are distributed as

a Poisson process in the plane with parameter Xi and that transmissions to channel i have an

effective radius R, . Without loss of generality we assume that R 1< R 2. The routing protocol

is assumed to be most forward within R 2. The probability of finding at least one receiver in the

forward direction is P1 orward

-20-
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Pf orward -- 1 - 2

The density function of the position of the receiver under this protocol is quite complex. Referring

to Figure 4, if the receiver is in the area labeled "a," it must be of type 2, with no type 2 nodes

further forward. In this case we know nothing about the distribution of type 1 nodes. In area

"b," the radio must be of type 2, but as well as knowing that there are no type 2 radios further

forward within R 2, we know that, within R I of P, there are no type I nodes farther forward

than our chosen receiver. In area"c," the receiver can be of either type with probability propor-

tional to the respective densities. Using the same technique as Hou and Li [14], we find that

(XI + X2 )re -X A , ( r ' R )- x'2A,(rO' ,R) r cosO<R I and r <R 1

Pforward " (r ,0) = 2re-- r cosO<R 1 and r >R

2 r e -XA , (r ,,) r cosO>R

where

A, (r ,RR) - Rt(cos- - t Rvi-) t - R

The probability that a transmission will be to a radio of channel 2, given that a transmission is

made, is

R2 r/2 X2 R 1 r/2

q 2 = f f f (rO)dOdr + f f f (rO)dOdrR1-ir/2 )1 + >12 0 -r/2

and that it will be to a radio of channel 1 is

X, R 1 jr12
q f f f (r,O)dOdr

f

-21-
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Although the probabilities of transmission to radios of different types are different, so are

the success probabilities. Although these two effects work against each other, that is although

radios of type i have a higher probability of being transmitted to, these transmissions are less

likely to be successful than those to radios of the other type.

The success probability depends on which type of radio the transmission is made to. Any

transmission to a radio at a distance greater than R 1 must be to a radio of type 2, whereas, if the

intended receiver is within R 1 of the transmitter, the radio will be of either type with probability

proportional to their respective densities. The area of potential interfering radios is different in

the three regions where the density function f (r ,0) is different. When the forward progress is

greater than R 1 (area "a" in Figure 4), we know nothing about the distribution of type 1 radios

around the receiver, so the success probability is

-pjXR2 P2\A.r8R,2

s (r (1p(r ,,R,R) , r cosO>R 1

A (r ,O,o,t ) is the area containing radios that may interfere with the receiver at (r ,0). t is the

radius of the circle around the receiver within which they all must lie. o is the radius of the cir-

cle within which it is known that this radio is the most forward. Note that, because of the two

different transmission radii, the receiver can lie outside the circle of radius R 1 and still imply

* that there is a region inside that circle that has no radios. This is the same area involved in the

. case of MFR with capture when t <R , and the same formula applies when t >R . When

r >R 1, but the progress is less than R 1 (area "b" in Figure 4), we know that we are transmit-

ting to a radio of type 2, but we also know that there are no type 1 radios farther forward and

within R 1 of the transmitter.

8 ( 0 (1 )~ pq2XA (t O,R 1,R2) -pq2X.-A Or,R,.R 2)I%. 8 (r ,0) -- (1-p ) e -qkA(,,RR) -,)4(,,RR) r cosO<R I and r >R

B When the receiver is closer than R (area "c" in Figure 4), the interference depends on whether

.. the receiver is type I or type 2.
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X-pq 1(XA (r ,O,R ,R )+X2A (r ,8,RR))+X -pqX(XA (r ,9,R 1,R2)+X2A (r ,G,R R2))Xle )+\e-A ,?)>24(81?,R)

r, 1(X 1+X 2 )

r cosO<R 1 and r <R .

As before, the average throughput is found by integrating this function, and the average progress

can be found by incorporating the term r cosO in the integration.

When this model is specialized to the symmetric case, X1 = X2 an R 1-=R 2, the

analysis becomes much simpler and is easily generalized to the C channel case. The density

function of the receiver's position is the same as that of a single-channel system using MFR,

except that the parameter of the Poisson process is C X; the density of the radios that can inter-

fere is still given by X. The choice of most forward receiver is made from a dense network, but

the interference comes from a sparse network.

C. Network Partition with Bridges

In this section we analyze the performance of this scheme with partial-information routing,

slotted ALOHA as the channel-access protocol, and each bridge operating on all channels simul-

taneously. A regular node, of course, operates on one channel only. As before, the extension of

the analysis to CSMA, or to other routing schemes, is straightforward. C denotes the number of

channels. For analytic simplicity we consider a symmetric system in which the regular nodes of

each channel and the bridges are distributed in the plane as a Poisson process with rate X. and

Xb , respectively. In each slot a regular node transmits with probability PT and a bridge with

probability Pb on each one of its channels.

-23-
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A newly generated packet is destined to any other node with equal probability. From this

fact, the distribution of bridges and regular nodes, and the assumption that a packet's average

route is L hops on its destination's channel (when it is routed according to MFR), we can calcu-

late the conditional probability that, given a regular node transmits, its transmission is destined

to a node of the same channel or of a different channel. We shall denote these as in-channel and

cross-channel transmissions, respectively. In-channel transmissions are sent by MFR, whereas a

cross-channel transmission is sent to a bridge at random. Both types of transmission take place in

the channel of the transmitting node; it is the different routing policies that make the success pro-

babilities different. We begin by calculating Pi. , the conditional probability that a node

*. transmits in-channel given that it transmits.

In each unit area there are X r regular nodes on each channel and X6 bridges. We assume

that all nodes in the network generate new packets at the same rate. Our objective is to find the

ratio of packets transmitted by a regular node that are sent in-channel. Thus, at a regular node,

for each X, + Xb new packets that can be sent without changing channel, there are

(C - 1) X, new packets that have to be sent cross-channel. As before, denote by si the proba-

bility that an in-channel transmission is successful. Thus an in-channel packet is transmitted on

the average 1/s i times. Since such a packet is sent over L hops, it is transmitted on the aver-

age L /8i times. The first of these hops is transmitted by the originating node. The remaining

L -1 hops can be either a regular node or a bridge. Since the proportion of hops in which a regu-

x,
lar node forwards the packet is , for each packet generated by a regular node and des-

Xr -+ Xb

tined to a node in the same channel, the number of transmissions by a regular node is given by
() r "~b)+[ _ __ L-1 _r ] LX 7 q>'

1= (X xb ) 1+ L--1 1 ] (X 7 +Xb (22)
(Cs , + X b (C X + X6 )
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Similarly, the number of packets transmitted by a regular node to a bridge in order to be

forwarded on another channel is

12- 1 (C X(3)
sC (C X, + Xb)

where Sc is the success probability for a cross-channel transmission (sent to a bridge selected at

random). Similar arguments show that the number of packet transmissions by regular nodes of a

packet generated by a bridge is

Xb

13= L-1) r (X + ------) (L-1) 1 ,.4)

Si X t X6 (C X + X 6) i C Xr + \ 6

and the number of packets generated in a different channel and transmitted by a regular node is

14= (L-1) (C-1)X, xr (25)
Si  CX, +Xb X, +X b

From the above equations, it follows that

= ,.x (Il+I 4 ) +Xb 13Pin =-- X I+U +161 (26)
X, (I1+I2+ 1 4)+Xb 13

Using the above expression for Pin we can now derive the equations for the throughput of a

regular node.

s; (r , ) e(X, p, + X, p A)A(,) (27)

X r e -X R (cos't - t i'-t 2)

f (r,9)= -XrR2 /2 (28)

r eos9
where X= Xr 4-X ,and t

R

R r/2

8i = f f s,(r,0) f (r,0)d0 d r (29)
0 -r/2

Sir =P, Pin 1 -e x-r R2/2 1 x P +SX, , (30)



SC = Pr (1-Pin)(1-Pb.)(1- e -XRI) e-(X 7, +), Ph)TR , (31)

Sregular = Sir + Scr (32)

To calculate the throughput of a bridge at a specific channel we first observe that all

transmissions by a bridge are in-channel and are routed by MFR since the bridge has the routing

information for all channels. Thus, for a bridge Pin = 1. The probability of successful

transmission by a bridge is the same as si for a regular node. This is the throughput of a bridge

on each of the C channels for which it has a transceiver.

The total throughput for all channels per unit area is

S = C X Sr + C XSb (33)

This should be compared to the throughput per unit area for a receiver-directed transmission

scheme where the density of nodes is C X r + Xb .

The calculation of expected progress is made in the same way as for the receiver-directed

architecture. Transmissions from a regular node to a bridge in order to switch channels make no

progress on average, since they are routed at random. In-channel transmissions make progress

whether they are from a regular node or a bridge. The expected progress is given by

Z -X b]R /2 (34)

Xr Pr + >1b P6 fP f rcos~s (r,0)f (r,0) d dr

- 26-
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IV. NUMERICAL RESULTS

It is clear from the discussion above that there are many possible combinations of architec-

ture, routing, and channel-access protocol to be considered, many of them can be evaluated from

the models presented in this paper. We have selected a set of graphs that demonstrates the

effects of the various choices on the network performance. For clarity we present and discuss

these effects only in terms of throughput. The forward progress can be similarly calculated from

the models given in the paper.

These results are given in Figures 5-10 which depict the throughput as a function of the

total node density. Different curves represent different choices of protocol and number of chan-

nels. For each density, the value of the throughput is the maximum for all possible p 's - the

probability of a node transmitting in a slot. Transmission radius R = 1 is used for all figures.

The figures can be interpreted in two ways, either:(1) given a particular density of nodes,

transmission power, and number of channels, they show the throughput that can be attained,

or:(2) given a set of nodes and number of channels, one can choose the transmission power so that

the optimum number of radios is within range. Most of the figures show the throughput per node,

per slot. This is the throughput perceived by an individual node in the network. The global per-

formance of the network, on the other hand, can be measured using the throughput per unit area

per slot.

A. Slotted ALOHA with MFR Routing

Figure 5 shows the throughput per node per slot for a multichannel slotted ALOHA system,

using MFR routing in-channel and selecting the neighbor for cross-channel transmission at ran-

dom. Systems with 1, 2, 3, 4, and 5 channels are shown. At high densities of nodes, the

throughput per node grows almost linearly with the number of channels available. The optimum

-27-
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value of throughput is almost identical for any number of channels. However, the density at

which the optimum is achieved corresponds to approximately the same density of nodes in each

quiescent channel.

The throughput per channel per unit area is displayed in Figure 6 for systems with 1, 2, 3,

4, and 5 channels. The system throughput is clearly limited by the throughput per channel. The

throughput increases almost linearly at low densities, corresponding to the increase in the proba-

bility of a receiver being found in the forward direction. As the density of nodes increases, the

throughput asymptotically approaches a limit, 1/e , equal to the throughput in a single-hop, fully

connected network.

Observe that optimum throughput per node is achieved at densities somewhat lower than

those for which maximum throughput per unit area is achieved. At the density where the

throughput per node achieves its maximum, the throughput per unit area is relatively small com-

pared to its possible maximum, which implies that optimizing the individual node's performance

does not necessarily lead to globally optimal performance.

In order to evaluate the contribution of routing information to the throughput, Figure 7

depicts the throughput per node under both partial-information and full-information routing

schemes. Each of these schemes is represented by curves for 1, 3, and 5 channels. Recall that,

under full-information, all traffic is routed under MFR whereas, under partial-information routing,

only in-channel traffic is sent under MFR while cross-channel traffic is forwarded either to a ran-

dom neighbor or to the nearest neighbor. Figure 7 shows that a large increase in the maximum

throughput is possible when full routing is used compared to the throughput achieved under par-

tial information. In high densities, however, both schemes perform about equally with little

advantage to the partial routing because of the smaller interference when packets are sent to the

nearest neighbor. Notice also, that the extra overhead needed to obtain the full routing informa-

tion was not included in the calculation, hence the net advantage of this scheme is somewhat
J

smaller than is predicted by Figure 7. Also notice that the transmitting cross-channel traffic to
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the nearest neighbor is always better than transmitting to a neighbor at random.

Figure 8 depicts the performance of the PRNET under slotted ALOHA with perfect capture

and without capture. All curves are for MFR routing for in-channel traffic and random selection

of neighbor for cross-channel packets. In low-to-moderate densities, capture increases the

throughput noticeably; however, at high densities the effect is much weaker.

1. Effect of Adding Transceivers (Bridges)

The performance of the architecture with bridges is shown in Figure 9, which contains 3 sets

of curves, one for a network where 0.9 of the nodes are bridges, another where this ratio is 0.1,

and a third consisting of a single-transceiver per node, receiver-directed architecture. The major

conclusions from this figure are: (1) adding hardware to the network to make bridges pays off in

terms of higher throughput, (2) the gain in throughput is significant in low-to-moderate densities,

and (3) at high densities all the schemes perform virtually the same.

B. CSMA with MFR Routing

Figure 10 shows the throughput per node under the CSMA protocol both for perfect capture

and for no capture at all. Whereas, in the previous figures, more channels represent adding

bandwidth to the network, here the total bandwidth is assumed to be constant and split into sub-

channels. As mentioned above, for a fixed packet length, the ratio of propagation delay to the

packet transmission time decreases as the bandwidth decreases, which implies that the CSMA per-

formance will improve as the channel is partitioned into a larger number of subchannels. This

effect is demonstrated in Figure 10 where the throughput is normalized to the number of channels

to account for the constant total bandwidth available. Notice that, at medium-to-large densities,

the throughput per slot per node increases with the number of channels. The effect is much more

marked when capture is available. At low densities, a smaller number of channels seems to be

preferable because there the event of not finding a neighbor to transmit to has high probability,

which increases as the number of channels the node population is partitioned into increases.
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V. CONCLUSIONS

We have proposed architectures for a multihop packet radio network that has several chan-

nels available. The performance has been calculated under a variety of protocols. The

throughput per node can be maintained, as the density of nodes increases, by adding extra chan-

nels. The total network system throughput is limited by the number of channels available and

achieves its maximum value at higher node densities than the maximum per node throughput.

When the propagation delay is long relative to the packet length, a significant performance

gain can be achieved by splitting the channel into multiple channels and using a CSMA protocol.

The effect of FM capture is to accentuate the improvements obtained when no capture is present.

Several other architectures and routing schemes are being studied and will form the subject of a

future paper.

VI. APPENDIX: AREAS with CAPTURE

We calculate the area within the circle of interference that is known to have no radios

because of the "most forward" routing. There are four cases to consider, depending on the posi-

tion (r ,0) of a receiver relative to a transmitter, and on the value of 0, the capture parameter.

e '] 1 r cos([We use r =minar ,R] and 0' =Cos- R When there is no capture, r =R , so

that the no-capture cases are easily deduced from the following formulas.
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The area that contains potentially interfering radios is a circle of radius r except that,

because of most forward routing, a portion may be known to be empty. X (r ,0) is the area con-

taining no radios. Y (r ,0) is the area that includes radios within the circle of interference at the

receiver, but outside the transmission radius of the transmitter; these radios may therefore inter-

fere with a CSMA transmission.

We first calculate Y (r ,0). This area is determined with reference to Figure 11. It is the

area outside the transmission radius of P, but within the circle of interference; it is also the area

within which radios, although unable to hear P's transmission, will nevertheless be powerful

enough to interfere at Q.

W = Cos R 2+r 2-r 1 2

2rR

1 2 2 2-- cos - j r +r - R

2rr'

area A PQI -rR sin wj
2

area segment PIN = I2wR2
2

area segment QIN' - 1(r-O)r' 2
2

Y (r ,0) = 2( QIN' + APQI - PIN)

-(r-O)r 2 + rR sin w R - R 2

I,.



The area X (r ,0) can now be found, with reference to Figure 12.

(a) r' +r<R :

"rr. receiver is so close that the whole circle of interference lies within the radius of transmission

of the transmitter

X(r2 (35)
2

The other cases require more calculation.

(b) r sinO+ r' < R sinO'

The circle of interference extends beyond the radius of transmission, but does not include either

end of the chord through the receiver; the chord is normal to the direction of progress. The area

we require is the same as case a), reduced by the area outside the transmission radius, Y (r ,0).

X(r 0) = (0--2)r' 2+wR 2-rR sin w (36)
' ' 2

(c) r < r sin 0 + R sin ' : The circle of interference includes one end of the perpendicu-

lar chord, but not both ends.

area of sector PIK - 2(w9
2

area of sector QIJ 2r 2 - +

2 2

area of APKQ= -rRsin(O' -9)

area of A PIQ -= rR sinw
2

area of IJK = i 2 7r 2 , + ri? (sinw - sin(O' -9)) + R 2(6, _W)
2[ W'JI



Hence,

X(r 0) ( r 2&' 2 R 2(W+9 _0) (37)

- ri (sin (0' -0) + sin w))

(d) The circle of interference includes both ends of the perpendicular chord.

X (r ,0) R 29 -rR sinG' cos9 (38)

A. Areas for Nearest Neighbor Crow Channel

Consider a transmission to the nearest neighbor, which is located at (r ,0), with transmis-

sion power such that any simultaneous transmission within distance R of the receiver will inter-

fere. If there is capture, then the same formulas apply with R replaced by r . There are two

cases to consider.

(a) 2r < R

In this case, the circle known to contain no radios lies completely within the circle of potentially

interfering radios around the receiver.

X (r ,P) - rr 2

(b) In this case, the circle known to be without transmitters is not completely within the circle of

interference. It is seen by referring to Figure 11, that the area known to be without transmitters,

but outside the circle of interference is the same as the area of hidden nodes in the case of CSMA

with perfect capture. Hence

X(r,O) = rr2 + wR 2 rR sinw
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